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CHAPTER ONE
INTRODUCTION
1.1 Background 

Project management is a complex decision making process involving the unrelenting pressures of time and cost. Scheduling involves the allocation of the given resources to projects to determine the start and completion times of the detailed activities [1].
Project scheduling is one of the few applications of management science that is widely used among both large and small organizations. Project managers must know how long a specific project will take to finish, what the critical tasks are, and very often, what the probability is of completing the project within a given time span. In addition, it is often important to know the effect on the total project of delays at individual stages. For these and other reasons, several techniques have been created upon which project managers rely [2]. Tools to aid in project scheduling, once activity durations, precedence relationships, and the levels of each resource are known, have existed for some time. Such tools include Gantt charts and the networking tools, such as Critical Path Method (CPM) and the Program Evaluation and Review Technique (PERT). These tools are so well understood that they are incorporated in most, if not all, popular project scheduling software packages [1].
Project scheduling is a complex process involving many resource type and activities that require optimizing. The requirement of resource type may often influence the requirement of other types. Each activity in a project may be performed in one of a set of prescribed ways as the predecessor. The resource-constrained project scheduling problem is a classical well-known problem where activities of a project must be scheduled to minimize the project duration. Nevertheless, the NP-hard nature of the problem which is difficult to use to solve realistic sized projects makes necessary the use of heuristic in practice.
The problem of scheduling activities under resource and precedence restrictions with the objective of minimizing the project duration is referred to in the literature as resource constrained project scheduling problem. The resource constraints refer to limited renewable resources such as manpower, materials and machines which are necessary for carrying out the project activities. It can be clearly seen that the resource constrained project scheduling problem is a generalization of the static job shop, flow shop assembly line balancing, related scheduling problem and hence belongs to the class of NP- hard problems [3].
A resource is the physical variable like labor crew, finance, materials space, equipment etc. available at the disposal of the management for completion of the project. The completion of a project on the scheduled date depends upon the availability of resources at desired time in desired quantity [4].
In most cases in the projects which have complex activities such as construction investment, studies tend to direct to the preference of heuristic algorithms. Heuristic reasoning has been defined as “reasoning not regarded as final and strict, but as provisional and plausible only, whose purpose is to discover the solution of the present problem. Heuristic reasoning is pragmatic and opportunistic. It claims no “best properties” for a solution, but evaluates a solution on its operational utility as an improvement over previously available solutions. A specific heuristic is justified because it is plausible because it narrows the domain of search for optimal solution, and because experimentation proves that that is, it improves on previous solutions [5].
In this case, resources are limited and project duration is allowed to be delayed. The objective in this case is to shift activities of the original schedule within their float times so that a better resource profile is achieved. A project is resource constrained if the level of resource availability cannot be exceeded.

In those situations where resources are inadequate, project delay is acceptable but the delay should be minimal. The focus of scheduling in these situations is to prioritize and allocate resources in such a manner that there is minimal project delay. However, it is also important to ensure that the resource limit is not exceeded and the technical relationships in the project network are respected. Therefore, use of the resources also needs a stage of planning. These projects can conveniently programmed by the so called resource constrained project scheduling techniques. In this work, an algorithm based on a heuristic approach with priority rules was developed in the Visual Basic language and tested on different projects.
1.2 The Generated of the Work
Project Scheduling is an important issue in project management. It is a process that refers to the allocation of resources (manpower, materials machines, and money) over time to perform a set of planned activities in order to optimize some performance criteria. This research deals with the classical limited resource project scheduling problem where limited amounts of resources are allocated in a way to minimize the project duration. The problem discussed in this study is of scheduling the project under single resource constraints. The focus of scheduling in these situations is to prioritize and allocate resources in such a manner that there is minimal project delay.
1.3 The Objective of This Study
An attempt to introduce a heuristic algorithm to solve the project scheduling problem with a single resource constraint, in order to complete the project within minimum time taking in to consideration the restriction of availability of resources.
In the last section we compare the implementation of Primavera P6, and the most common heuristics have been shown to achieve optimal or near optimal solutions for single constrained resource projects are presented.
1.4 Study Organization 
The reminder of the study is organized as follows:
Chapter II: The objective of this chapter is to provide many previous research works have analyzed independently the minimization of project duration and the minimization of the variability on the resource usage.
Chapter III: The objective of this chapter is to provide the scheduling aspect of project implementation was addressed. Following a description of the benefits of using a network for planning and controlling a project, the PERT/CPM approach was described, Gantt Charts were described and their relation to the PERT/CPM diagram was illustrated.
Chapter IV: The objective of this chapter is to provide we looked at the problem of allocating physical resources, both among the multiple activities of a project. The continuous problem to the project management is finding the best trade-offs among resources, particularly time. We considered resource loading, allocating, and leveling, and presented method and concepts to aid in all these task tasks.
Chapter V: The objective of this chapter is to present the detailed calculations, and presents case study (algorithm implementation). Results of project scheduling with a single limited resource are presented.
Chapter VI: The objective of this chapter is to provide summarizes of the research, and future researches.
CHAPTER TWO
LITERATURE SURVEY

2.1 Background
Using resource constraints is required in construction scheduling Otherwise, the schedule is not realistic, since some resources are highly limited in most construction projects and the start ability of certain activities is determined by the limited resources. Many resource constrained scheduling have been developed to apply resource constraints. These traditional resource constrained scheduling successfully generate resource constrained schedules in which all activities can be executed without resource constraints. However they do not provide correct float data and the critical path of the schedules [6].
Traditionally, resource-constrained scheduling has been classified into three categories: (l) resource allocation, (2) time-cost trade-off analysis and resource leveling. These problems have been solved with either heuristic or optimal procedures. Heuristic procedures employ some rule of thumb or experience to determine priorities among activities competing for available resources. Optimal procedures, also called analytical procedures, employ some form of mathematical programming or other analytical procedure to search for the best possible solutions [7].
2.2 Resource Constrained Scheduling 
Resource constrained scheduling should be applied whenever there are limited resources available for a project and the competition for these resources among the project activities is keen. In effect, delays are liable to occur in such cases as activities must wait until common resources become available To the extent that resources are limited and demand for the resource is high, this waiting may be considerable. In turn, the congestion associated with these waits represents increased costs, poor productivity and, in the end project delays. Schedules made without consideration for such bottlenecks can be completely unrealistic.
Resource constrained scheduling represents a considerable challenge and source of frustration to researchers in mathematics and operations research. While algorithms for optimal solution of the resource constrained problem exist, they are generally too computationally expensive to be practical for all but small networks (of less than about 100 nodes). The difficulty of the resource constrained project scheduling problem arises from the combinatorial explosion of different resource assignments which can be made and the fact that the decision variables are integer values representing all or nothing assignments of a particular resource to a particular activity. In contrast, simple critical path scheduling deals with continuous time variables. Construction projects typically involve many activities, so optimal solution techniques for resource allocation are not practical [8]. 
Generally, there are two approaches in Resource Constrained Scheduling RCS: analytical and heuristic methods. Analytical methods such as integer linear programming, dynamic programming, and branch and bound attempt to find the optimum solution in terms of the minimum project duration However, these methods require a very long computational time making them impractical for real projects. To overcome such a problem, various heuristic methods have been developed after the first published work. 
Although heuristic approaches may not find the optimal duration for resource constrained conditions, they provide reasonable solutions in practical time [9].
Constrained Resource Scheduling: There are two fundamental approaches to constrained allocation problems: heuristics and optimization models. Heuristic approaches employ rules of thumb that have been found to work reasonably well in similar situations. They seek better solutions.

Optimization approaches seek the best solutions but are far more limited in their ability to handle complex situations and large problems. We will discuss each separately.
CHAPTER THREE
PROJECT SCHEDULING
3.1 Background 
A schedule is the conversion of a project action plan into an operating timetable. As such, it serves as a fundamental basis for monitoring and controlling project activity and, taken together with the plan and budget, is probably the major tool for the management of projects. In a project environment, the scheduling function is more important than it would be in an ongoing operation because projects lack the continuity of day-to-day operations and often present much more complex problems of coordination. Indeed, project scheduling is important that a detailed schedule is sometimes a customer-specified requirement.
Not all project activities need to be scheduled at the same level of detail In fact there may be several scheduling: the master schedule, the development and testing schedule, the assembly schedule, and so on. These schedules are typically based on the previously determined action plan and/or work breakdown structure (WBS), and it is good practice to create a schedule for each major task level in the WBS which will cover the work packages. It is rarely necessary however, to list all work packages. One can focus mainly on these that need to be monitored for maintaining adequate control over the project. Such packages are usually difficult, expensive, or have a relatively short time frame for their accomplishment The basic approach of all scheduling techniques is to from an actual or implied network of activity and event relationships that graphically portrays the sequential relations between the task in a project [11].
In this chapter the scheduling aspect of project implementation was addressed .The purpose of this chapter is to describe the concept of critical path scheduling, which is the most frequently used time-scheduling technique in the construction industry. The critical path method (CPM) will be defined first, followed by a brief history of its development.
3.2 Need for Scheduling
Scheduling provides critical information to owners, architect/engineers contractors, subcontractors, suppliers, and the public. In general, scheduling answers who and when, determining the sequence and timing of construction operations. However, a schedule has much more than this apparent utility and the interested parties want to know much more. Schedules have both offensive and defensive uses. Project management teams may use schedules offensively in the following ways:

 •To predict the project completion date.
• To serve as an effective project control tool.
• T0 avoid liquidated damages.
• To manage money by predicting cash flows.
• To determine the "time window" of an activity.
• To coordinate subcontractors.
• To coordinate client-supplied info.
• To expose conflicts among trades.
· To predict resource demand and improve resource allocation.
• To mitigate supply-demand conflicts.
• To create an as-built record.
• To compute progress payments.
• To serve as an effective communication tool.
The primary defensive use of a project schedule is to evaluate the time impact of changes, which can also be done after the fact to prove or disprove time based claims. In general, the schedule is used to provide interested parties information needed to better manage the project. This information is the output of the scheduling process or the application of the outputs [12].
3.3 Schedule Development Process 
The schedule development process includes selecting a scheduling method, scheduling tool, incorporating project specific data within that scheduling tool to develop a project specific schedule model, and generating project schedule. (See Figure 3.1) This process results in a model for project execution which reacts predictably to progress and changes. Once developed the schedule model is regularly updated to reflect progress and changes, in areas such as scope or logic.

During project planning, a process to develop a schedule model that meets the needs of the project and its stakeholders begins. Activities must be described uniquely, including a verb, at least one object, and any useful clarifying adjectives. The resources required to complete each activity should be considered to determine the duration of each activity. Constraints must not be used in the schedule model to replace schedule logic [13].
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Fig. 3.1 Schedule development process [13]
3.4 Scheduling Techniques
Several scheduling techniques are useful in dealing with the timing aspect of the project resources [14]. Various techniques used in planning and management are bar chart (Gantt chart), Critical Path Method (CPM), and Program me Evaluation and Review Technique (PERT).
3.4.1 Project planning bar charts (Gantt chart) 

A bar chart is a simple, visual scheduling tool that is easy to use It displays planning information graphically in a compact format to a time scale. It is a diagram divided into columns and rows. Columns represent a given time scale, which could be expressed as months, weeks, days or even hours. Activities are scheduled as bars within horizontal rows.
The first column lists activities that are to be scheduled in a more or less logical order of production. The production process is then represented by horizontal bars which are drawn for each activity within the time frame of the bar chart. The length of an activity bar gives activity duration.
The start and end points of an activity bar are significant in determining the position of that activity within a logical production sequence. In other words, the start point of an activity bar is closely related to the end point of a preceding activity bar. Similarly, the end point of an activity bar shows the relationship between that activity and the following activities [15].
One of the oldest and still one of the most useful methods of presenting schedule information is the Gantt chart. The Gantt chart shows planned and actual progress for number of tasks display against a horizontal time scale. It is a particularly effective and easy to read method of indicating the actual current status for each of a set of tasks compared to planned progress for each item of the set. As a result, the Gantt chart can be helpful in expediting sequencing, and reallocating resources among tasks, as well as in the valuable but mundane job of keeping track of how things are going. In addition, the charts usually contain a number of special symbols to designate or highlight item of special concern to the situation being charted [10]. 
Bar Charts have been used for very long time for project scheduling; they are still most commonly used media for ganging and controlling the construction activities. This method of scheduling was devised by Henry L. GANTT. It is a graphical presentation of the activities of the work planned. In it the various activities are shown by horizontal bars on a chart. The quantity of work of work is represented by the area of the bar as shown in figure 3.2. But since the thickness of the bar is kept uniform, hence the quantity depends upon its length. It is plotted against time along the abscissa. The time may be in convenient units depending upon the duration of the project. It may be in days, weeks but is never more than a month. The various activities are shown parallel to one another along the ordinates as shown in figure 3.3[16].
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Fig. 3.2 Example of Gantt chart [17]
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Fig. 3.3 Example of Gantt chart [18]
3.4.2 Network techniques 
Network techniques are often used in scheduling projects that contain many interrelated activities. One approach that has been widely used is the critical path method, in which a network diagram depicts precedence among activities. This method also calculates their starting, float, and finishing times to identify critical activities, and it constructs a time chart to display possible project schedules.
Typically, network techniques have been used in large and complex projects consisting of thousands of activities, such as major construction and engineering projects. 
With the exception of Gantt Charts, to be discussed below, the most common approach to project scheduling is use of network technique such as PERT and CPM. The Program Evaluation and Review Technique was developed by the U.S. Navy in cooperation with Booz-Allen Hamilton and the Lockheed Corporation for the Polaris missile/submarine project in l958.The Critical Path Method was developed by DuPont, Inc., during the same time period [11].
Activity and event are two basic elements of the network plan. The activity stands for performance of the job and is time and resource consuming. The event, also called a node, represents that instant when a job or activity is started or ended. In network analysis the activity is denoted by arrowed line whereas event by circles. When all the activities and event involved in a project are connected logically, and sequentially, they form a network. Such a network today forms the basic document in a network based management system.
In a network based management, the stress could be laid either on the event or on the activity [16]. The two methods are quite similar and are often combined for educational presentation [10].
3.4.2.1 The program evaluation and review technique (PERT)
The Program Evaluation and Review Technique (PERT) also use the project network technique, critical path and activity float. It assumes that the activities of the project and their network relationship are well defined but it allows for uncertainties in activity durations. Therefore, PERT technique is used for scheduling and controlling the projects whose activities possess considerable degree of uncertainty in their performance time. It has following three time estimates for each activity of the network.
(i) Optimistic time: The estimate of the minimum possible time which an activity requires for its completion under ideal conditions is called the optimistic time.
(ii) Most Likely time: The most likely estimate of time which an activity may take for its completion under normal conditions is called most likely time. It includes few normal delays as setback which generally occurs in executing any project. 

(iii) Pessimistic time: The estimate of the maximum time taken by an activity if there is delay at every stage except natural calamities, is called pessimistic time. It is the longest conceivable time for the completion of the activity [19]. PERT time estimates follow beta distribution as shown in figure 3.4.
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Fig. 3.4 PERT time estimates follow beta distribution [20]
3.4.2.2 Critical path method (CPM)
A Brief History of the Critical Path Method: The CPM was first used in Great Britain in the mid-l950s on the construction of a central electricity-generating complex. Its full potential was later realized by Walker of Du Pont and Kelley of Remington Rand, in the USA. Their critical path method was based on a graphic network commonly referred to as the ‘arrow method’. It was driven by a computational process requiring no more than additions and subtractions. The benefits of critical path scheduling were quickly realized by a wide range of organizations including construction firms, many of whom have successfully implemented it in their planning. The advent of the (CPM) computer software in the 1970s has made the (CPM) a universal scheduling technique.
In l96l, Professor Fondahl of Stanford University presented a different version of the (CPM), known as the ‘precedence method’. Fondahl’s method offers a number of improvements over the arrow method, particularly with regard to schedule construction and its analysis. This method has in recent years become the preferred critical path method. The critical path method is widely used throughout the construction industry. Apart from contractors, who are the main proponents of the method other project participants such as clients, designers, consultants and subcontractors rely on the (CPM) in scheduling. In addition to planning activities, the (CPM) method assists in organizing resources and controlling progress [15].
The most widely used scheduling technique is the critical path method (CPM) for scheduling, often referred to as critical path scheduling. This method calculates the minimum completion time for a project along with the possible start and finish times for the project activities. Indeed, many texts and managers regard critical path scheduling as the only usable and practical scheduling procedure. Computer programs and algorithms for critical path scheduling are widely available and can efficiently handle projects with thousands of activities The critical path itself represents the set or sequence of predecessor/successor activities which will take the longest time to complete The duration of the critical path is the sum of the activities' durations along the path. Thus, the critical path can be defined as the longest possible path through the "network" of project activities. The duration of the critical path represents the minimum time required to complete a project [21].
Any delays along the critical path would imply that additional time would be required to complete the project. There may be more than one critical path among all the project activities, so completion of the entire project could be delayed by delaying activities along any one of the critical paths. For example, a project consisting of two activities performed in parallel that each requires three days would have each activity critical for a completion in three days.

Formally, critical path scheduling assumes that a project has been divided into activities of fixed duration and well defined predecessor relationships. A predecessor relationship implies that one activity must come before another in the schedule. No resource constraints other than those implied by precedence relationships are recognized in the simplest form of critical path scheduling.

 To use critical path scheduling in practice, construction planners often represent a resource constraint by a precedence relation. A constraint is simply a restriction on the options available to a manager, and a resource constraint is a constraint deriving from the limited availability of some resource of equipment, material, space or labor. For example, one of two activities requiring the same piece of equipment might be arbitrarily assumed to precede the other activity. This artificial precedence constraint insures that the two activities requiring the same resource will not be scheduled at the same time. Also, most critical path scheduling algorithms impose restrictions on the generality of the activity relationships or network geometries which are used. In essence, these restrictions imply that the construction plan can be represented by a network plan in which activities appear as nodes in a network [8].
The Critical Path Method (CPM) was first successfully tested in 1958. The method was developed for the express purpose of utilizing a computer in scheduling constriction programs. In the clarity of hindsight, it is now obvious that (CPM) could have been developed many years earlier. Because of the simplicity of the CPM approach, there have been occasional random claims of earlier development [22]. 
(CPM), approach to scheduling is based on describing the project as a network of activities. A network consists of nodes and links Depending on the notation used, the nodes may represent events in time or the activities themselves. Depending on the notation, the links may represent the activities of the project or the logical sequence that relates the activities to one another [23].
Critical Path Method (CPM): (CPM) has been found very suitable to deal with the large and complex both civil engineering and mechanical engineering projects. This technique is useful to determine how best to reduce the time required to perform production, maintenance and construction. It helps to minimize the direct and indirect cost of the project. 
A (CPM) network is build on the basis of activities. The critical path is one which connects all those events for which the earliest and latest times are same. 
Translating a projects needs into a mathematical system requires an understanding of general stages within which the (CPM) routines may be applied: planning, scheduling, and controlling (more appropriately termed monitoring" for research application [24].
3.5 Development of the Critical Path Method 
The critical path method (CPM) was developed in the late 1950s. When first developed the traditional form of (CPM) networks was termed an (AOA) or "Activity On Arrow" diagram, which allows only Finish-to-Start relationships among the activities. This means that activities cannot be overlapped and that all preceding activities must be completed before a current activity can start. With the introduction of the Precedence Diagram Method (PDM), more flexibility regarding activity relationships has been added while the schedule calculations still utilize (CPM) analysis. In precedence networks, an activity can be connected from either its start or its finish, which in addition to the traditional Finish-to-Start relationship, allows the use of three additional relationships between project activities: Start-to-Start, Finish-to-Finish, and Start-to-Finish [25].
3.5.1 Relationships
A relationship defines how an activity relates to the start or finish of another activity or assignment. Add relationships between activities to create a path through your schedule from the first activity to the last activity. These relationships, which form the logic of the project network, are used together with activity durations to determine schedule dates. An activity can have as many relationships as necessary to model the work that must be done. You can also identify relationships between activities that are in different projects; this type of relationship is referred to as an external relationship. 
3.6 Sequence of Project Management Using CPM
The various stages in the management of a project using (CPM) technique are:
(l) Planning of the task or activity.
(2) Forming the network.
(3) Allocation of time to various activities.
(4) Scheduling of the activities and determination of critical path.
(5) Review of the network formed.
(6) Control of operations.
(7) Crash programming.
(8) Maintenance of management records.
3.7 Determination of Project Schedule and Critical Path
At this stage, the performance time for each activity has been estimated. Now scheduling of activities is begun to determine the network critical paths. The basic scheduling computations involve a forward and a backward pass through the network. Based on specified occurrence for the initial network event; the forward pass computation given the earliest start and earliest finish times for each activity and also the earliest occurrence time for each event. 
By specifying of the latest allowable occurrence time for the terminal network events, the backward pass computation will give the latest allowable start and finish time for each activity and the latest allowable occurrence time for each event. After the forward and backward pass computations are completed, the slack or float can be computed for each activity and thereby critical and subcritical paths through the network are determined. When an activity has slack, there is more time available to do it than it requires. 
In initial stages, it is convenient to begin with zero as the starting time of the initial project event and estimate the activity performance times in working days. Finally these computational results are converted to calendar dates. It is also assumed that there is only one initial event and one terminal event and that the latest allowable finish time for the project is equal to the earliest finish time computed in the forward pass computations [26].
3.8 Types of Scheduling
Types of scheduling can be categorized as forward scheduling and backward scheduling:
(i) Forward scheduling is commonly used in job shops where customers place their orders on "needed as soon as possible" basis. Forward scheduling determines start and finish times of next priority job by assigning it the earliest available time slot and from that time, determines when the job will be finished in that work centre. Since the job and its components start as early as possible, they will typically be completed before they are due at the subsequent work centers in the routing. The forward method generates in the process inventory that are needed at subsequent work centers and higher inventory cost. Forward scheduling is simple to use and it gets jobs done in shorter lead times, compared to backward scheduling.
(ii) Backward scheduling is often used in assembly type industries and commit in advance to specific delivery dates. Backward scheduling determines the start and finish times for waiting jobs by assigning them to the latest available time slot that will enable each job to be completed just when it is due, but done before. By assigning jobs as late as possible backward scheduling minimizes inventories since a job is not completed until it must go directly to the next work centre on its routing. Forward and backward scheduling methods are shown in Figure (3.5) [27].
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Fig. 3.5 Forward and backward scheduling [27]
3.8.1 Forward pass computations 
The purpose of forward pass is to compute the earliest start and finish times for each activity in the project. Figure 3.6 shows forward pass calculations in a (CPM) network. Forward pass computations start with an earliest occurrence time of zero for the initial project event and it is assumed that each activity starts as soon as possible the instant its predecessor event occurs. In network logic, an event occurs when all of its predecessor activities are completed. Hence the earliest event occurrence time is equal to the largest of the finish time of the activities merging to the event in question. These rules it can be summarized as: 
(1) The earliest occurrence time of the single initial event of the network is taken as zero.

TE = 0 
(2) Each activity begins as soon as its predecessor event occurs.
EST = TE for (predecessor even) 
EFT=EST+ T= TE+T

(3) The earliest event occurrence time is the largest of the earliest finish times of the activities merging to the event in question.
TE = Largest of EFT1, EFT2  
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Fig. 3.6 Forward pass calculations in a (CPM) network [25]

3.8.2 Backward pass computations 

The purpose of backward computations is to compute the latest allowable start and finish times for each activity, which will permit the last event to occur to occur at its earliest expected time as computed in the forward pass. Figure 3.7 shows backward pass calculations in a CPM network. The backward pass computations start with the single project terminal event and assign to it a latest allowable occurrence time equal to its earliest occurrence time. Following this, the latest allowable activity start time will be defined as the time to which the start of an activity can be delayed without directly, causing any increase in the total time to complete the project. For the terminal network event TL = TE .The latest allowable activity start times LST are computed by subtracting the activity duration times from the latest allowable finish time LFT According to network logic, an event must occur before any succeeding activities commence .The latest allowable occurrence time for an event is equal to the smallest of the latest allowable start time of the activities bursting from the event in question .These rules can be summarized as:
(1) The latest allowable occurrence time of the single terminal event of the network is set equal to the earliest occurrence time computed in the forward pass.
TL = TE for terminal event.

(2) The latest allowable start time LST for an activity is its successor event latest allowable time minus the duration time of the activity in question.
LFT - T = TL- T

(3) The latest allowable time for an event is the smallest of the latest allowable start time of the activities bursting from the event in question

TL = Smallest of LST1, LST2 of bursting activities [25].
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Fig. 3.7 Backward pass calculations in a CPM network
3.9 Critical Path Calculations
The objective of analyzing a project network is to:
l. Find the critical path that establishes the minimum duration of the project.

2. Calculate the early start times for each activity.

3. Calculate the late start times for each activity.

4. Calculate the float, or time, available for delay for each activity.

What is the critical path and what is meant by “critical "‘? In scheduling, we speak of an activity begin critical if delaying that activity will cause the total project duration to be extended. That is, if we delay work on a critical activity 3 days, the duration of the total project will be extended by 3 days. By definition, critical activities cannot be delayed without extending the project duration. Therefore, the float or amount of delay time associated with critical activities is zero. Activities that are critical lie along the longest path through the network.

In order to determine which path is the longest, a variety of methods have been developed. In this chapter, a method based on the use of two algorithms is used to identify the longest and critical path. An algorithm is a formula, or recipe, that is repetitively applied to solve a problem in a stage wise manner. In solving for the critical path (It is possible to have more than one critical path) two or more paths qualify as the longest path. That is, two or more paths could tie as being the longest path. Therefore, multiple critical paths can occur, the forward- pass algorithm is used to calculate the earliest event times for each node. It also allows calculation of the minimum duration of the project. The forward-pass algorithm is not sufficient, however, to calculate the critical path consisting of the critical set of activities in the project. 
In order to identify the critical path, a second algorithm, called the backward-pass algorithm calculates the latest time at which each event can occur [23].
3.10 EXAMPLE 

For this given network, calculate: (a) ES, LS, EF, and LF, (b) Total Slack (TS) and Free Slack (FS) for each activity, (c) Show the Critical Path, and (d) present the results in a table form [20]. 
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The critical Path (CP) : B-E-F-H-J-K
Table (3.1) Forward pass calculations ,and backward pass calculations.
Activity i,j Duration ES LS EE LF TE EE
A 1-4 4 0 5 4 9 5 3
B 1-2 7 0 (6] 7 7 0 0
C 2-4 0 7 9 v/ 9 2 0
D 4-5 5 7 9 12 14 2 2
E 2-3 3 7 ) 10 10 0 0
F 3-5 4 10 10 14 14 0 0
G 5-7 11 14 22 25 33 8 8
H 5-6 12 14 14 26 26 0 0
I 3-7 10 10 23 20 33 13 13
J 6-7 7 26 26 33 33 0 0
K 7-8 9 33 33 42 42 0 0





CHAPTER FOUR
RESOURCE ALLOCATION AND SCHEDULING WITH LIMITED RESOURCES
4.1 Background
Resources include the personnel and equipment that perform work on activities across all projects. Resources are generally reused between activities and/or projects. In the Project Management module, you can create a resource pool that reflects your organizations resource structure and supports the assignment of resources to activities. The Project Management module also enables you to distinguish between labor, material, and non-labor resources. Labor and non-labor resources are always time based, and material resources, such as consumable items, use a unit of measure you can specify. You can create and assign resource calendars and define a resource's roles, contact information, and time varying prices. If a resource uses Timesheets, you can also assign a login name and password to the resource. Define a master list of resources consisting of the resources necessary to complete the projects in your organization. Then, group resources to create an easily accessible pool from which you can draw when assigning resources to a project. For each resource, set availability limits, unit prices, and a calendar to define its standard work time and non work time, then allocate resources to the activities that require them. To enable grouping and rollups of your resources across the organization, set up resource codes and assign code values. Resources are different than expenses. While resources can be time-based and generally extend across multiple activities and/or projects, expenses are one-time expenditures for non-reusable items required by activities. The Project Management module does not include expenses when leveling resources.

Resource allocation, also called resource loading, is concerned with assigning the required number of resources identified for each activity in the plan. More than one type of resource may be assigned to a specific activity. From a practical view, resource allocation does not have to follow a constant pattern; some activities may initially require fewer resources but may require more of the same resources during the later stages of the project [21].
This chapter addresses situations that involve resource problems. We discuss the trade-offs involved, the difference between allocation to one project and allocated between projects, the relationship between resource loading and leveling, and some of the approaches employed to solve allocation problems.

In this chapter we looked at the problem of allocating physical resources. We considered resource loading, allocation, and leveling, and presented methods and concepts to aid in all these tasks.
4.2 Basic Scheduling Procedures
Scheduling procedures for dealing with resource constraints can be roughly divided into two major groups, according to the problem addressed (1) resource leveling; and (2) fixed limited resource scheduling.
(1) Resource leveling: This type of problem occurs when sufficient total resources are available, and the project must be completed by a specified due date, but it is desirable or necessary to reduce the amount of variability in the pattern of resource usage over the project duration. This type of situation occurs frequently, for example, in the construction industry, where the cost of hiring and laying off of personnel or physical resources can be substantial.
Thus, the objective is to level, as much as possible, the demand for each specific resource during the life of the project. Project duration is not allowed to increase in this case.
(2) Fixed Resource Limits Scheduling: This category of problem, which is much more common, arises when there are definite limitations on the amount of resources available to carry out the project under consideration. The scheduling objective in this case is to meet project due dates insofar as possible, subject to the fixed limits on resource availability. Thus, project "time only" (CPM) calculations. The scheduling objective is equivalent to minimizing the duration of the project (or projects) being scheduled, subject to stated constraints on available resources. This category of problem can be further subdivided according to whether the fixed limits on resource availabilities are constant at some level or allowed to vary over activity or project duration. A further useful subdivision is possible according to whether approximate, rule-of thumb procedures, or mathematically exact procedures are employed presents a general classification scheme employing these and other ideas. The basic general approach followed in both resource leveling and fixed resource limits scheduling is similar: Set activity priorities according to some criterion and then schedule activities in the order determined, as soon as their predecessors are completed and adequate resources are available.

Because of this common general approach, it is useful to understand somewhat better the nature of the criteria employed before proceeding with a discussion of the different problems [28].
4.3 The Resource Allocation Problem 
A shortcoming of the scheduling procedures covered in the previous chapter is that they do not address the issues of resource utilization and availability. They focus on time rather than physical resources. Also, in the discussion that follows it will not be sufficient to refer to resource usage simply as “cost". Instead, we must refer to individual types of labor, specific facilities, kinds of materials, individual pieces of equipment, and other discrete inputs that are relevant to an individual project but are limited in availability. Last, we must not forget that time itself is always a critical resource in project management, one that unique because it can neither be inventoried nor renewed.

The relationship between progress, time, and resource availability/usage is the major focus of this chapter. Schedules should be evaluated not merely in terms of meeting project milestones, but also in terms of the timing and use scarce resources. A fundamental measure of the success in project management is the skill with which the trade-offs among performance, time, and cost are managed. The extreme points of the relationship between time use and resource use are these:
(i) Time Limited: The project must be finished by a certain time, using as few resources as possible. But it is time, not resource usage that is critical.
(ii) Resource Limited: The project must be finished as soon as possible, but without exceeding some specific level of resource usage or some general resource constraint [10].
4.4 Resource Loading
Resource loading describes the amounts of individual resources an existing schedule requires during specific time periods as shown in figure 4.1. Therefore, it is irrelevant whether we are considering a single work unit or several projects: the loads (requirements) of each resource type are simply listed as a function of time period. Resource loading gives a general understanding of the demands a project will make on a firm’s resources. It is an excellent guide for early, rough project planning. Obviously, it is also a first step in attempting to reduce excessive demands on certain resources, regardless of the specific technique used to reduce the demands. Again, we caution the project management to recognize that the use of resources on a project is often nonlinear. Much of the project management software does not always recognize this fact [10]. Figure 4.2 shows resource aggregation chart showing resource requirements associated with earliest and latest times along with highlighted resource requirements for critical activities.
[image: image10.png]Week
Activity

oiojm >

m

FOTE resuTis
LTS COQUITP ST

10

18

10

1o

15
Rosource

anit
aggregation e
1 ermry





Fig. 4.1 Resource loading
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Fig.4.2 Resource aggregation chart showing resource requirements associated with earliest and latest times along with highlighted resource requirements for critical activities [21].
4.5 Resource Leveling
What resources are limited, activities may be delayed due to non- availability of the resources. Therefore, in such circumstances, main constraint is resource and maximum demand of any resource is not to exceed a certain limit. In such circumstances, activities are rescheduled so that total demand of resource at any time remains within the limit, which may even increase the project duration. This is known as “Resource Leveling” as shown in figure 4.3. Leveling of resource is based on delaying the starting of non-critical activities to make use of their floats for cutting down the peak requirements of resources. There are two limits of sequencing these activities earliest start times and latest start times. In sequencing, it is assumed that an activity cannot be split, and once started will continue till its completion. Earliest start of non- critical activity results in high initial demand of resources, however, these demands decrease as the project is nearing the completion. In the initial stage, the floats are available for corrective action, in case, there is any slip in the schedule. While scheduling with latest start times results in less requirement of resources initially and more at the end of the project, but the management always remain on their toes to ensure that there is no slip, as no float is left in the schedule.
While dealing with more than one type of resource, their order or preference is considered. Bar charts are drawn for the purpose of resources leveling showing the floats of all non-critical activities and requirement of resource for each period is noted against the time period. Shifting of the activities within their floats is then started, beginning from the last non-critical activity and continuing up to first activity. One activity is moved at a time and the effect of shifting is studied till a limiting position is reached and when a further shifting starts increasing the resource demand [4]. Figure 4.4 shows resource leveling without constraints (within original project duration) and figure 4.5 shows resource leveling with constraints (project duration extended 2 days.
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Fig. 4.3 Resource leveling [21]
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Fig. 4.4 Resource leveling without constraints (within original project duration)
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Fig. 4.5 Resource leveling with constraints (project duration extended 2 days [12]
4.6 Resource Leveling of Critical Activities
Some schedules may contain a large proportion of critical activities, or critical activities may be dominant in their specific parts. Leveling such schedules is obviously difficult in the absence of float. However, if the planner has some flexibility in varying the distribution of a resource day by day, two potential approaches to resource leveling could be adopted: to vary the distribution of a resource from day to day and/or splitting and varying the distribution of a resource. Let’s examine these two approaches in turn. The first approach is based on the assumption that the resource may not always be distributed evenly from day to day. For example, the activity painting’ is performed by a crew of three workers over six days. The plumier would initially allocate the labour resource evenly by committing three workers to each day of the painting activity. However, the planner may be able to vary the number of` workers from day to day while keeping the total labour demand constant. For example, the planner may commit four painters per day for the first three days and two per day for the remaining three days.

This may or may not be possible. The production rate of some activities such as excavation, steel fixing, painting, electrical and the like may possibly be increased proportionally to the increase in the volume of the resource.
However, the same may not hold true for other activities that may be constrained in their performance by limited space, strict safety issues or specific design requirements such as those related to curing of materials.
4.7 Scheduling Limited Resources
Shortage of resources is a major challenge for construction projects. Often, the number of skilled labor is limited, related equipment has to be returned as soon as possible, and / or a limited require our special consideration. Scheduling under these resource constraints becomes a complex problem, particularly when more than one resource is limited.

The technique that a deal with limited resources has been referred to as "limited resource scheduling" and" resource-constrained scheduling". The problem of resource-constrained scheduling appears after the initial network analysis is conducted and a bar chart is drawn. A resource conflict occurs when at any point in the schedule several activities are in parallel and the total amount of required resource(s) exceeds the availability limit, for any of the resources required in these parallel activities. 
The situation is illustrated in ( Figure 4.6) with activities A, B, and C that, at time period 3, require 5, while 4 are only available per day. The simple solution to that situation is that we can prioritizing the parallel activities, given the resource to higher priority activities and delay the others until the earliest time the resource become available again. Notice that if we delay an activity at time period 3, to solve the situation, we may end up with another resource conflict later in time. Continuing with identifying next conflict points and resolving them, determines the new schedule and the new project duration. Accordingly, the objective in such situation is to delay some activities so that the resource conflict is resolved and the project delay is minimized. Various models were developed in an attempt to answer this question, and thus optimize resource-scheduling decisions. Early efforts used mathematical optimization, dynamic programming, and linear programming. These models, however, were applicable only to very small size problems. On the other hand, heuristic solutions for this problem have been developed. Heuristic solutions, in general, use simple rules of thumb to provide approximate but good solutions that are usable for large scale problems [21].
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Fig. 4.6 Resource needed exceed resource limit [12]
4.8 Heuristic Methods
Heuristic approaches to constrained resource scheduling problems are in wide, general use for a number of reasons. First, they are the only feasible methods of attacking in large, nonlinear, complex problems that tend to occur in the real world of project management. Second, while the schedules heuristics generate may not be optimal, they are usually quite good certainly good enough for most purposes. Commercially available computer programs handle large problems and have had considerable use in industry. Further, modern simulation techniques allow the PM to develop many different schedules quickly and determine which, if any significantly better than current practice. If a reasonable number of simulation runs fails to produce significant improvement, the (PM) can feel fairly confident that the existing solution is a good one. Most heuristic solution methods start with the (PERT/CPM) schedule and analyze resource usage period by period, resource by resource. In a period when the available supply of resource is exceeded, the heuristic examines the tasks in that period and allocates the scarce resource to them sequentially, according to some priority rule. The major difference among the heuristics is in the priority rules they use [11].
4.9 Use of Heuristics in Scheduling 
The task of scheduling a set of project activities such that both precedence relationships and constraints on resources are satisfied is not an easy one, even for projects of only modest size. The difficulty is increased if simultaneously some objective such as minimum project duration or minimum total cost is sought.

The limited resource project scheduling problem falls into a category of mathematical problems known as combinatorial problems. This is because, for any given problem, a very large number of possible combinations of activity start times exist, with each combination representing a different project schedule. The number of combinations is extremely large, even for fairly small problems of 20 or 30 activities and increases rapidly with an increase in the number of activities. In fact, the number is typically so large for realistic- sized problems as to prohibit enumeration of all alternatives, even with the aid of a computer. Analytical methods such as mathematical programming have not proven very successful on these combinatorial problems. Instead, various heuristic-based procedures have been developed.

Simply stated, a heuristic is a rule of thumb-a simple, easy to use guide or aid used in problem-solving situations, to reduce the amount of effort required in coming up with a solution. Heuristics may not always produce the best solution in every case, but their usefulness in finding good solutions with a minimum of effort is well-known, based on experience and research studies. Relatively-simple heuristics such as "shortest job first," or "minimum slack first" are effective aids in establishing activity priorities on many types of limited-resource scheduling problems. An example application of such simple heuristic rules will be illustrated here on both categories of problem listed above. More complicated heuristic procedures-typically consisting of combinations of heuristics and modifying rules-will be discussed later. Parallel and Serial Methods: There are two general-methods of applying heuristics in project resource allocation problems.

A serial scheduling procedure is one in which all activities of the project are ranked in order of priority as a single group, using some heuristic, and then scheduled one at a time (i.e., serially). Activities that cannot be in parallel scheduling, all activities starting in a given time period are ranked as a group in order of priority and resources allocated according to this priority as long as available. When an activity cannot be scheduled in a given time period for lack of resources, it is delayed until the next time period. At each successive time period a new rank ordering of all eligible activities is made and the process continued until all activities have been scheduled. Even though the parallel method requires more computer time to reorder the eligible activities at each time period, it appears to be the more widely used of the two methods, being employed in a number of commercially-available computer programs for project scheduling. The only published research comparing the effectiveness of the two approaches in limited resource scheduling indicated that the serial approach could produce shorter-duration schedules for some categories of networks, but that there were also disadvantages with this procedure in terms of the special scheduling conditions (such as activity splitting) which could be handled [28].
4.10 Heuristic Approach of Allocation 
This procedure plays a prominent role in constrained resource allocation. The methods consist of following 3 rules.
1. Allocate resources serially in time start on the first day. Then do the same for second day.
2. When several activities require the same resources, given preference to the activities with least slack time.
3. Reschedule non-critical activities, if possible to free resources for critical activities. Give preference to incomplete activity in comparison to the activity which is yet to be started, while rescheduling [4].
4.11 Resource Leveling Performed By Computers 
The method of trial and error (heuristics) has been used to explain the mechanics of resource leveling on a simple example involving a single resource. Leveling of a multitude of resources is a highly complex problem that is best performed by computers. Most (CPM) software relies on the concept of unlimited resource leveling, which ensures that the duration of the project is not extended. Resource-leveling algorithms built into such software are commonly based on the statistical concept known as ‘the sum of the squares of the daily resource demands’. Some software is highly refined and most reliable in its ability to level resources effectively, while some is relatively crude and less accurate [15].
4.12 Common Heuristics
Different priority rules for ranking activities within scheduling procedures have been proposed for single resource constraint scheduling. The most common and popular heuristic techniques which have been developed by a number of researchers are listed in Table 4.1. All of these priority rules are an explicit function of time and resource required by an activity and all activities that succeed it. Since the rules consider the succeeding activities, it can be claimed that these priority rules implicitly consider the location of an activity on the network [29].
Table 4.1 Some existing priority rules for single constraint resource scheduling
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The most common and popular heuristic techniques which have been developed by a number of researchers and how their values are estimated are described below:

4.12.1 ACTIM criterion 
This criterion is suggested by Brooks as mentioned [28].The ACTIM value of an activity is calculated as the maximum time that the activity controls through the network on any one path.

4.12.2 ACTRES criterion 
This criterion is developed by Bed worth and Bailey [28].The ACTRES value of an activity is determined by multiplying each activity° s time by its resource and then finding the maximum sum of the products that any activity controls through the network on any are path.

4.12.3 ACROS criterion 
This criterion is presented by Elsayed and Nasr. It is calculated as the maximum resource value the activity controls through the network on any path.

4.12.4 ROT criterion 
This criterion is developed by Elsayed . The ROT value of an activity is determined by the maximum sum of the ratios of resources over time that an activity controls through the network on any one path.
4.12.5 TIMROS criterion 
This criterion by Elsayd and Naser .The criterion is calculated at a specific weight W(0≤W≤1) as the sum of the weighted values of both the normalized TIMROS and GENRES of the activity.

For solving the tackled single constrained resource problem, the following assumptions are considered:

1. Activities duration times, and resource requirements are deterministic.

2. The minimum resource requirement to start a project is the maximum amount required by any activity of the project activity set.
3. Only one resource type is required for each project.
4. The constraint availability of resource level is deterministic. This level is less than maximum peak obtained by the smoothing process.
5. The resource requirement is unchanged over activity duration.
6. No pre-emptying is allowed.
However, the proposed procedure steps are as follows:

Stepl: Determine the traditional project critical path and its main characteristics (ESij ,LSij _TFij ,Rij ).
Step2: The maximum peak is determined by smoothing procedure.
Step3: Determine the optimum constrained resource level between the maximum smoothed value and the minimum resource required to start the project.
Step4: Determine the project measures ( maximum peak at earliest start and latest start, complexity measure developed in the current study, number of critical activities and path).
Step5: Determine the indices of all criteria under consideration for project activities. In this aspects, the considered criteria are those presented in Table (5 .l).
Step 6: Determine the normalized indices of all criteria under consideration.
Step7: Sort the project activities in a decreasing order according to the normalized index value.
Step8: Schedule the project activities using the considered heuristics with minimum completion time and stop.
4.13 Brief Overview of Primavera P6 Software 
Primavera P6 is the leading CPM software with a widespread use throughout the world. It offers the full range of functions necessary for planning and control of projects. These include:

• Time and resource scheduling
• Resource leveling for a large number of individual resources

• Modeling relationships through a full range of overlaps

• Updating and network compression

• Tracking progress in terms of time, cost and resources

• Cost reporting [15].
4. 14 Performance Measures 
Two important characteristics of a project network are the network topology and the resource level available. A heuristic is viewed to be superior to other heuristics when the performance of that heuristic is robust over variations of network characteristics. The most frequently used measure of performance for a single resource scheduling heuristic is the project duration.
4. 14.1 Project delay (PD)

Project delay refers to the departure of a project past its (CPM) calculated finish time:
Project Delay (PD) = TS - TD 
Where:

Ts = extended duration of the project under resource constrained situation. 

TD = duration of the project as computed by (CPM).

The basic idea of the situation on the ground that there is a on the size of available resources and may result an increase in the minimum time possible to complete the project according to estimations of the normal time. The fundamental question is: How can I increase the time needed to complete the project within minimum time taking in consideration the restriction of resources?. The answer lies in some heuristic methods of managed efforts, which is often used in practice to avoid the complexity of mathematical problems that characterizes the optimal solution methods, using computer programs to test the rescheduling in light of constraints resource based on the plenty and different discretionary rules.
Most of the experimental solution methods in scheduling and analyzing the used resources time by time and resource by resource in the period when it is exceeded the available quantity from the resources, the experimental method examines the tasks in this period and distributed by the scarce resource in succession, according to some priority rules. The main difference between tests is the priority rules that are used. Based on the foregoing, it can be argued that heuristic methods of the managed efforts which are the used methods in the practical life and in order to reach out to the optimal solution.
CHAPTER FIVE
SCHEDULING WITH A SINGLE LIMITED RESOURCE

5.1 Background
In this chapter the necessary steps to resolve the issues using computer and electronic as well as a detailed explanation of the concept of flow charts and algorithms that constitute the key element of how the programming. In this chapter, a scheduling procedure for single constrained problem has been used. The main concept of the applied procedure is to study the interaction process between the project characteristics, the heuristics used for scheduling process, and Primavera P6 in project scheduling. This concept has been achieving using a large set of projects having different characteristics. In this scheduling procedure, the cited heuristics in previous chapter are used for solving the tackled single constrained resource problem.
5.2 Case Study (Project No. 1)
Let us have a project network graph shown in Figure 5.1 with the input data described in Table 5.1 including the activity time and the resource requirement for each activity.
In the example, the starting time of the project equals (0) and all times are relative to this start. In practice, the start of the project is given in the form of real dates and times.
Fig.5.1 A project network with limited resource (Project No. 1)
Table 5.1 The input data
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1- A computer program is used to perform the critical path calculations and determine the characteristics of project network to find the resource requirement at each node in the project network as shown in Table 5.2.

Table 5.2 Calculated characteristics of project network
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2- The CPM calculations are made using TORA software, we determined the project completion time, the earliest possible start time, the latest allowable finish time and the total and free float for each activity as shown in Table 5.3, these results were compared to the results obtained by the computer program.  Figure 5.3 illiterates the project schedule with available resources obtained by TORA software that shows the project completion time at 14 time units. 
Table 5.3 Results of CPM calculations using TORA software
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Fig.5.2 The project schedule with available resources
3- Using Primavera p6, Figure 5.3 shows the result of the first application of (CPM) and the intervals in which resource requirements exceed the limit that is assumed at (12) units. Figure 5.4 demonstrate the result of resource constrained scheduling after resource leveling at a maximum of (12) units by applying Primavera p6. We see that the project completion time is extended to (17) time units with a delay of (3) units of time.
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Fig. 5.3 Application of PrimaveraP6 before leveling
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Fig. 5.4 Application of PrimaveraP6 after leveling
4- Using the most common heuristic rules at the same resource limit, the following results are obtained,

ACTIM and ACTROS = 17 units with a delay of (3) units of time while ACTRES, ROT and TIMROS = 16 units with a delay of (2) time units.

In this study, the same approach is applied for (30) projects, the network arrow diagrams of these projects are visualized in appendix A. The summary of all results are presented in Table 5.4. Figure 5.5 illustrates the comparison between the total completion time for the (30) projects using PrimaveraP6 and five heuristic rules. We see that ACTIM, TIMROS and ACTRES give minimum total completion time compared to the results obtained by PrimaveraP6.
The same result could be observed in Figure 5.6 that presents the total projects delay for the (30) projects using PrimaveraP6 and five heuristic rules. Figure 5.7 demonstrate the total number of rules with best result. TIMROS appears (26) times best rule with minimum completion time. Each of ACTIM and ACTRES appear (25) out of (30) projects as best rules with minimum completion time; while PrimaveraP6 appears as a best rule in only (13) projects out of (30) projects.
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Fig.5.5 Total completion time for the (30) projects
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Fig.5.6 Total projects delay for the (30) projects
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Fig. 5.7 Total number of rules with best result
Table 5.4 The summary of completion time results
	Project No.
	TORA
	Primavera
	Heuristic Rule

	
	
	without leveling
	with leveling
	ACTIM
	ACTRES
	ACTROS
	ROT
	TIMROS

	1
	14
	14
	17
	16
	16
	17
	17
	16

	2
	19
	19
	24
	21
	22
	27
	22
	21

	3
	8
	8
	15
	9
	10
	10
	10
	10

	4
	16
	16
	22
	22
	19
	20
	20
	19

	5
	16
	16
	20
	19
	19
	24
	23
	23

	6
	43
	43
	55
	53
	53
	53
	53
	53

	7
	17
	17
	18
	21
	21
	25
	19
	19

	8
	19
	19
	24
	24
	24
	24
	24
	24

	9
	26
	26
	33
	35
	35
	35
	35
	35

	10
	20
	20
	25
	25
	25
	27
	25
	25

	11
	23
	23
	30
	25
	25
	25
	25
	25

	12
	21
	21
	29
	31
	31
	31
	31
	31

	13
	7
	7
	11
	10
	9
	11
	11
	10

	14
	30
	30
	36
	31
	31
	36
	36
	31

	15
	30
	30
	32
	33
	33
	34
	33
	33

	16
	21
	21
	26
	29
	29
	30
	29
	29

	17
	18
	18
	22
	20
	20
	22
	20
	20

	18
	19
	19
	24
	21
	21
	21
	21
	21

	19
	21
	21
	26
	23
	26
	31
	23
	23

	20
	17
	17
	22
	21
	21
	23
	21
	21

	21
	10
	10
	11
	15
	16
	17
	15
	14

	22
	10
	10
	12
	12
	11
	14
	13
	13

	23
	14
	14
	15
	16
	16
	17
	16
	16

	24
	43
	43
	47
	46
	46
	48
	46
	46

	25
	25
	25
	26
	26
	26
	29
	26
	26

	26
	10
	10
	12
	12
	12
	12
	12
	12

	27
	19
	19
	23
	23
	23
	28
	23
	23

	28
	20
	20
	28
	21
	21
	21
	21
	21

	29
	28
	28
	35
	34
	34
	35
	34
	34

	30
	13
	13
	17
	17
	17
	17
	17
	17

	Total Completion Time
	597
	597
	736
	711
	712
	764
	721
	711

	Total Projects Delay
	
	
	139
	114
	115
	167
	124
	114

	
	
	
	
	
	
	
	
	

	Best Result
	
	
	13
	25
	25
	9
	21
	26


CHAPTER SIX

CONCLUSION AND FUTURE WORK
6.1 Conclusion 
Scheduling involves the allocation of the given resources to projects to determine the start and completion times of the detailed activities. The Critical Path Method (CPM) for project planning is based on a mathematical algorithm for scheduling activities. It is an important tool for effectively managing projects ranging from construction to software development to engineering. 

Project scheduling is a complex process involving many resource types and activities that require optimizing. The resource-constrained project scheduling problem is a classical well-known problem where activities of a project must be scheduled to minimize the project duration. Nevertheless, the NP-hard nature of the problem which is difficult to use to solve realistic sized projects makes necessary the use of heuristic in practice.

The resource constraints refer to limited renewable resources such as manpower, materials and machines which are necessary for carrying out the project activities. 
In this study, a new implementation of the computing of the resource-constrained project scheduling was proposed. A comparison of the implementation of Primavera P6, and the most common heuristics have been performed to achieve optimal or near optimal solutions for single constrained resource projects are presented.
Also the applying of computers in project management by using PrimaveraP6 as a distinctive programs in project management whereas it allows us to flexibility severe program that is required in project management in items of how much data you grasp and easy to deal with this data  and acceptance of the amendment at any stage of the project .
6.2 Future Work
The system which was applied upon the projects which are the heuristics rules for scheduling only limited resources. It is the system that is often used in practical life in order to avoid problems of mathematical complexity that characterizes the optimal solution by using software for the computer to rescheduling under constraints resources, based on plenty and variable heuristics  rules, and in spite that the heuristics  rules have proved effective in application projects, it is not guaranteed that they always will ensure access to the optimal solution, they only increase the likelihood that this solution is the best solution. Therefore, future researches must develop a set of new heuristics rules for scheduling projects with one single limited recourse and then to link these rules with the complexity of projects throughout the coefficient measuring the degree of complexity of the project to give better results than rules known to schedule projects to determined rules that give the best results for each period of degrees of complexity.
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APPENDEIX A
                                      PROJECTS NETWORKS

                                                        (Duration, Workers)

Fig. (A.1) A project network with limited resource (Project No. 1)
……………………………………………………………..…………………………………

Fig. (A.2) A project network with limited resource (Project No. 2)
……………………………………………………………..…………………………………

Fig. (A.3) A project network with limited resource (Project No. 3)
……………………………………………………………..…………………………………


Fig. (A.4) A project network with limited resource (Project No. 4)
……………………………………………………………..…………………………………

Fig. (A.5) A project network with limited resource (Project No. 5)
……………………………………………………………..…………………………………



Fig. (A.6) A project network with limited resource (Project No. 6)
……………………………………………………………..…………………………………


Fig. (A.7) A project network with limited resource (Project No. 7)
……………………………………………………………..…………………………………


Fig. (A.8) A project network with limited resource (Project No. 8)
……………………………………………………………..…………………………………


Fig. (A.9) A project network with limited resource (Project No. 9)
……………………………………………………………..…………………………………

Fig. (A.10) A project network with limited resource (Project No. 10)
……………………………………………………………..…………………………………


Fig. (A.11) A project network with limited resource (Project No. 11)
……………………………………………………………..…………………………………


Fig. (A.12) A project network with limited resource (Project No. 12)
……………………………………………………………..…………………………………

Fig. (A.13) A project network with limited resource (Project No. 13)
……………………………………………………………..…………………………………

Fig. (A.14) A project network with limited resource (Project No. 14)
……………………………………………………………..…………………………………


Fig. (A.15) A project network with limited resource (Project No. 15)
……………………………………………………………..…………………………………

Fig. (A.16) A project network with limited resource (Project No. 16)
……………………………………………………………..…………………………………

Fig. (A.17) A project network with limited resource (Project No. 17)
……………………………………………………………..…………………………………

Fig. (A.18) A project network with limited resource (Project No. 18)
……………………………………………………………..…………………………………

Fig. (A.19) A project network with limited resource (Project No. 19)
……………………………………………………………..…………………………………

Fig. (A.20) A project network with limited resource (Project No. 20)
……………………………………………………………..…………………………………

Fig. (A.21) A project network with limited resource (Project No. 21)
……………………………………………………………..…………………………………

Fig. (A.22) A project network with limited resource (Project No. 22)
……………………………………………………………..…………………………………

Fig. (A.23) A project network with limited resource (Project No. 23)
……………………………………………………………..…………………………………

Fig. (A.24) A project network with limited resource (Project No. 24)
……………………………………………………………..…………………………………

Fig. (A.25) A project network with limited resource (Project No. 25)
……………………………………………………………..…………………………………

Fig. (A.26) A project network with limited resource (Project No. 26)
……………………………………………………………..…………………………………

Fig. (A.27) A project network with limited resource (Project No. 27)
……………………………………………………………..…………………………………




Fig. (A.28) A project network with limited resource (Project No. 28)
……………………………………………………………..…………………………………


Fig. (A.29) A project network with limited resource (Project No. 29)
……………………………………………………………..…………………………………


Fig. (A.30) A project network with limited resource (Project No. 30)
……………………………………………………………..…………………………………


















Fig. 3.8 Calculate the network
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