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Abstract: Differential subordination and superordination results are obtained
for analytic functions in the open unit disk which are associated with the gen-
eralized derivative operator Dα,δ

p (µ, q, λ)f(z). These results are obtained by
investigating appropriate classes of admissible functions. Sandwich-type re-
sults are also obtained. Some of the results established in this paper would
provide extensions to those given in the earlier works.
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1. Definition and Preliminaries

Let H(U) denote the class of analytic functions in the open unit disk U =
{z : z ∈ C and |z| < 1} and let H[a, n] denote the subclass of H(U) of the
form f(z) = a + anz

n + an+1z
n+1 + · · · , with H0 = H[0, 1] and H = H[1, 1].

If f, g are members of H(U) we say that a function f is subordinate to a
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function g or g is said to be superordinate to f if there exists a function ω with
ω(0) = 0, |ω(z)| < 1 for all (z ∈ U), such that f(z) = g(w(z)). In such a case
we write f ≺ g. Further, if the function g is univalent in U then we have the
following equivalentf(z) ≺ g(z) if and only if f(0) = g(0) and f(U) ⊂ g(U).

Let A(p) denote the class of all analytic functions of the form

f(z) = zp +

∞
∑

k=1

ak+pz
k+p, (z ∈ U, p ∈ N = 1, 2, ..., ). (1)

Now, using the operator Dα,δ
p (µ, q, λ)f(z), where λ, q ≥ 0, µ, δ, α ∈ N0 =

{0, 1, 2...}, introduced by authors (see [1]) for a function f ∈ A(p) given by
(1) as follows:

Dα,δ
p (µ, q, λ)f(z) = zp +

∞
∑

k=1

(
k + p

p
)α(

p+ q + λk

p+ q
)µc(δ, k)ak+pz

k+p. (2)

It is easily verified from (2) that

(p+q)Dα,δ
p (µ+1, q, λ)f(z) = λz[Dα,δ

p (µ, q, λ)f(z)]′+(p+q−λp)Dα,δ
p (µ, q, λ)f(z).

(3)
To prove our results, we need the following definitions and Lemmas.
Denote byQ the set of functions q that are analytic and injective on U\E(q),

where
E(q) = {ξ ∈ ∂U : lim

z→ξ
q(z) = ∞},

and are such that q′(ξ) 6= 0 ξ ∈ ∂U \ E(q). Further let the subclass of Q for
which q(0) = a be denoted by Q(a), Q(0) ≡ Q0 and Q(1) ≡ Q1.

Definition 1.1. (see [8]) Let Ω be a set in C; q ∈ Q and n be a positive
integer. The class of admissible functions Ψn[Ω, q] consists of those functions
ψ : C3 × U → C that satisfy the admissibility condition:

ψ(r, s, t; z) 6∈ Ω,

whenever r = q(ξ), s = kξq′(ξ),

ℜ

{

t

s
+ 1

}

≥ kℜ

{

1 +
ξq′(ξ)

q(ξ)

}

,

where z ∈ U, ξ ∈ ∂U \E(q) and k ≥ n. We write Ψ1[Ω, q] = Ψ[Ω, q].
In particular, when q(z) =MMz+a

M+āz
, with M > 0 and |a| < M, then q(U) =

UM = {w : |w| < M}, q(0) = a,E(q) = φ and q ∈ Q. In this case, we set
Ψn[Ω,M, a] = Ψ[Ω, q] = Ψ1[Ω, q] = Ψ[Ω, q], and in the special case when the
set Q = UM , the class is simply denoted by Ψn[M,a].
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Definition 1.2. (see [9]) Let Ω be a set in C, q(z) ∈ H[a, n] with q′(z) 6= 0.
The class of admissible functions Ψ′

n[Ω, q] consists of those functions ψ : C3 ×
U → C that satisfy the admissibility condition

ψ(r, s, t; ξ) ∈ Ω,

whenever r = q(z), s = zq′(z)
m

,

ℜ

{

t

s
+ 1

}

≥
1

m
ℜ

{

1 +
ξq′(ξ)

q(ξ)

}

,

where z ∈ U, ξ ∈ ∂U andm ≥ k ≥ 1. In particular, we write Ψ′
1[Ω, q] = Ψ′[Ω, q].

Lemma 1.3. (see [8]) Let ψ ∈ Ψn[Ω, q] with q(0) = a.If the analytic

function g(z) = a+ anz
n + an+1z

n+1 + · · · , satisfies

ψ
(

g(z), zg′(z), z2g′′(z); z
)

∈ Ω,

then

g(z) ≺ q(z).

Lemma 1.4. (see [9]) Let ψ ∈ Ψ′
n[Ω, q] with q(0) = a, g ∈ Q(a) and

ψ
(

g(z), zg′(z), z2g′′(z), z
)

is univalent in U, then

Ω ⊂
{

ψ
(

g(z), zg′(z), z2g′′(z), z
)

, (z ∈ U)
}

.

In the present investigation, the differential subordination result of Miller
and Mocanu [8] is extended for functions associated with generalized deriva-
tive operator. A similar problem for analytic functions was studied by many
authors for example see [2]-[7]. Additionally, the corresponding differential su-
perordination problem is investigated, and several sandwich-type results are
obtained.

2. Subordination Results Associated with Generalized Operator

Definition 2.1. Let Ω be a set in C, q ∈ Q0 ∩ H[0, p]. The class of
admissible functions ΦQ[Ω, q] consists of those functions φ : C3 × U → C that
satisfy the admissibility condition:

φ(u, v, w; z) 6∈ Ω,
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whenever

u = q(ξ), v =
kξq′ + (p+q−λp)

λ
g(z)

p+q
λ

,

ℜ

{

(p+q
λ

)2w − (p+q−λp
λ

)2u
(p+q)

λ
v − (p+q−λp)

λ
u

− 2(
p + q − λp

λ
)

}

≥ kℜ

{

1 +
ξq′(ξ)

q(ξ)

}

,

where z ∈ U, ξ ∈ ∂U \E(q), λ > 0, q ≥ 0, and k ≥ p.

Theorem 2.2. Let φ ∈ ΨQ[Ω, q]. If f ∈ A(p) satisfies

φ
(

Dα,δ
p (µ, q, λ)f(z),Dα,δ

p (µ+ 1, q, λ)f(z),Dα,δ
p (µ+ 2, q, λ)f(z)

)

⊂ Ω,

where λ > 0, q ≥ 0, µ, δ, α ∈ N0 = {0, 1, 2...}, z ∈ U.

Then

Dα,δ
p (µ, q, λ)f(z) ≺ q(z), (z ∈ U).

Proof. Define the analytic function g in U by

Dα,δ
p (µ, q, λ)f(z) = g(z). (λ > 0, q ≥ 0 µ, δ, α ∈ N0 = {0, 1, 2...}, z ∈ U). (4)

In view of the relation (3) from (4), we get

Dα,δ
p (µ + 1, q, λ)f(z) =

zg′(z) + (p+q−λp)
λ

g(z)
p+q
λ

. (5)

Further computations show that

Dα,δ
p (µ + 2, q, λ)f(z) =

z2g′′(z) + (1 + 2 (p+q−λp)
λ

)zg′(z) + (p+q−λp
λ

)2g(z)

(p+q
λ

)2
. (6)

Define the transformations from C
3 to C by

u = r, v =
s+ (p+q−λp)

λ
r

p+q
λ

, w =
t+ (1 + 2 (p+q−λp)

λ
)s + (p+q−λp

λ
)2r

(p+q
λ

)2
. (7)

Let

ψ(r, s, t; z) = φ(u, v, w; z) =

φ(r,
s+ (p+q−λp)

λ
r

p+q
λ

,
t+ (1 + 2 (p+q−λp)

λ
)s + (p+q−λp

λ
)2r

(p+q
λ

)2
; z). (8)



DIFFERENTIAL SUBORDINATION AND SUPERORDINATION... 313

The proof shall make use of Lemma 1.3.Using equations (4), (5) and (6),
from (8), we obtain

ψ
(

g(z), zg′(z), z2g′′(z); z
)

= φ
(

Dα,δ
p (µ, q, λ)f(z),Dα,δ

p (µ + 1, q, λ)f(z),Dα,δ
p (µ + 2, q, λ)f(z); z

)

, (9)

where λ > 0, q ≥ 0, µ, δ, α ∈ N0 = {0, 1, 2...}.
The proof is completed if it can be shown that the admissibility condition

for φ ∈ ΨQ[Ω, q] is equivalent to the admissibility condition for ψ as given in
Definition 1.1. Note that

t

s
+ 1 =

(p+q
λ

)2w − (p+q−λp
λ

)2u
(p+q)

λ
v − (p+q−λp)

λ
u

− 2(
p + a− λp

λ
),

and hence ψ ∈ Ψp[Ω, q], By Lemma 1.3,

g(z) ≺ q(z),

or
Dα,δ

p (µ, q, λ)f(z) ≺ q(z)(z ∈ U).

If Ω 6= C is a simply connected domain, then Ω = h(U) for some confor-
mal mapping h(z) of U onto Ω In this case the class ΨQ[h(U), q] is written as
ΨQ[h, q]. The following result is an immediate consequence of Theorem 2.2.

Theorem 2.3. Let φ ∈ ΨQ[h, q]. If f ∈ A(p) satisfies

φ
(

Dα,δ
p (µ, q, λ)f(z),Dα,δ

p (µ + 1, q, λ)f(z),Dα,δ
p (µ + 2, q, λ)f(z)

)

≺ h(z),

where λ > 0, q ≥ 0, µ, δ, α ∈ N0 = {0, 1, 2...}, z ∈ U.

Then

Dα,δ
p (µ, q, λ)f(z) ≺ q(z), (z ∈ U).

Our next result is an extension of Theorem 2.2 to the case where the be-
havior of q(z) on ∂U is not known.

Corollary 2.1. Let Ω ∈ C and let q be univalent in U, q(0) = 0. Let

ΨQ[Ω, qρ] for some ρ ∈ (0, 1) where qρ(z) = q(ρz).If f(z) ∈ A(p) and

φ
(

Dα,δ
p (µ, q, λ)f(z),Dα,δ

p (µ+ 1, q, λ)f(z),Dα,δ
p (µ+ 2, q, λ)f(z)

)

∈ Ω,

where λ > 0, q ≥ 0, µ, δ, α ∈ N0 = {0, 1, 2...}, z ∈ U.

Then

Dα,δ
p (µ, q, λ)f(z) ≺ q(z), (z ∈ U).
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Proof. Theorem 2.2 yields Dα,δ
p (µ, q, λ)f(z) ≺ q(ρz). The result is now

deduced from qρ(z) ≺ q(z).
In the particular case q(z) = Mz,M > 0, and in view of the definition 1.2,

the class of admissible functions ΨQ[Ω, q] denoted by ΨQ[Ω,M ]. is described
below.

Definition 2.4. Let Ω be a set in C, M ≥ 0. The class of admissible
functions ΦQ[Ω,M ] consists of those functions φ : C3 ×U → C that satisfy the
admissibility condition:

φ

(

Meiθ,
N + (p+q−λp)

λ
p+q
λ

Meiθ,
L+ ((1 + 2 (p+q−λp)

λ
)N + (p+q−λp

λ
)2)Meiθ

(p+q
λ

)2
; z

)

6∈ Ω,

where λ > 0, q ≥ 0, θ ∈ R, ℜ(Leiθ) ≥ N(N − 1)M for all real θ, N ≥ 1, z ∈ U

µ, δ, α ∈ N0 = {0, 1, 2...}.

Corollary 2.2. Let φ ∈ ΨQ[Ω, q]. If f ∈ A(p) satisfies

φ
(

Dα,δ
p (µ, q, λ)f(z),Dα,δ

p (µ+ 1, q, λ)f(z),Dα,δ
p (µ+ 2, q, λ)f(z); z

)

∈ Ω,

where λ > 0, q ≥ 0, µ, δ, α ∈ N0 = {0, 1, 2...}, z ∈ U.

Then
∣

∣

∣
Dα,δ

p (µ, q, λ)f(z)
∣

∣

∣
< M, (z ∈ U).

Proof. Theorem 2.2 gives

Dα,δ
p (µ, q, λ)f(z) ≺ q(z) =Mz,

Dα,δ
p (µ, q, λ)f(z) ≺ q(z) =Mw(z).

Hence |Dα,δ
p (µ, q, λ)f(z)| < M where |w(z)| < 1.

In the special case Ω = q(U) = {w : |w| < M} the class ΨQ[Ω,M ] is simply
denoted by ΨQ[M ].

Corollary 2.3. Let φ ∈ ΨQ[Ω, q]. If f ∈ A(p) satisfies

∣

∣

∣
φ
(

Dα,δ
p (µ, q, λ)f(z),Dα,δ

p (µ+ 1, q, λ)f(z),Dα,δ
p (µ+ 2, q, λ)f(z); z

)∣

∣

∣
< M,

where λ > 0, q ≥ 0, λ, δ, α ∈ N0 = {0, 1, 2...}, z ∈ U.

Then
∣

∣

∣Dα,δ
p (µ, q, λ)f(z)

∣

∣

∣ < M, (z ∈ U).
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Definition 2.5. Let Ω be a set in C; q ∈ Q0 ∩H0. The class of admissible
functions ΦQ,1[Ω, q] consists of those functions φ : C3 × U : C that satisfy the
admissibility condition:

φ(u, v, w; z) 6∈ Ω,

whenever

r = q(ξ), s =
kξq′ + (1+q−λ)

λ
g(z)

1+q
λ

,

ℜ

{

(1+q
λ

)2w − (1+q−λ
λ

)2u
(1+q)

λ
v − (1+q−λ)

λ
u

− 2(
1 + q − λ

λ
)

}

≥ kℜ

{

1 +
ξq′(ξ)

q(ξ)

}

,

where z ∈ U, ξ ∈ ∂U \E(q), λ > 0, q ≥ 0, and k ≥ 1.

Theorem 2.6. Let φ ∈ ΨQ,1[Ω, q]. If f ∈ A(p) satisfies

φ

(

D
α,δ
p (µ, q, λ)f(z)

zp−1
,
D

α,δ
p (µ+ 1, q, λ)f(z)

zp−1
,
D

α,δ
p (µ+ 2, q, λ)f(z)

zp−1
; z

)

⊂ Ω, (10)

where λ > 0, q ≥ 0, µ, δ, α ∈ N0 = {0, 1, 2...}, z ∈ U.

Then
D

α,δ
p (µ, q, λ)f(z)

zp−1
≺ q(z), (z ∈ U).

Proof. Define the analytic function g in U by

D
α,δ
p (µ, q, λ)f(z)

zp−1
= g(z), (11)

where λ > 0, q ≥ 0, µ, δ, α ∈ N0 = {0, 1, 2...}, z ∈ U.

In view of the relation (3) from (11), we get

D
α,δ
p (µ+ 1, q, λ)f(z)

zp−1
=
zg′(z) + (1+q−λ)

λ
g(z)

1+q
λ

. (12)

Further computations show that

D
α,δ
p (µ + 2, q, λ)f(z)

zp−1
=
z2g′′(z) + (1 + 2 (1+q−λ)

λ
)zg′(z) + (1+q−λ

λ
)2g(z)

(1+q
λ

)2
. (13)

Further, let us define the transformations from C
3 to C by

u = r, v =
s+ (1+q−λ)

λ
r

1+q
λ

,
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w =
t+ (1 + 2 (1+q−λ)

λ
)s + (1+q−λ

λ
)2r

(1+q
λ

)2
.

Let

ψ(r, s, t; z) = φ(u, v, w; z)

= φ(r,
s+ (1+q−λ)

λ
r

1+q
λ

,
t+ (1 + 2 (1+q−λp)

λ
)s+ (1+q−λ

λ
)2r

(1+q
λ

)2
; z). (14)

The proof shall make use of Lemma 1.3. Using equations (11), (12) and
(13), from (14), we obtain

ψ(g(z), zg′(z), z2g′′(z); z) =

φ

(

D
α,δ
p (µ, q, λ)f(z)

zp−1
,
D

α,δ
p (µ+ 1, q, λ)f(z)

zp−1
,
D

α,δ
p (µ+ 2, q, λ)f(z)

zp−1
; z

)

, (15)

where λ > 0, q ≥ 0, µ, δ, α ∈ N0 = {0, 1, 2...}, z ∈ U.

Hence (10) becomes

ψ(g(z), zg′(z), z2g′′(z); z) ∈ Ω.

The proof is completed if it can be shown that the admissibility condition
for φ ∈ ΨQ,1[Ω, q] is equivalent to the admissibility condition for ψ as given in
Definition 1.1. Note that

t

s
+ 1 =

(1+q
λ

)2w − (1+q−λp
λ

)2u
(1+q)

λ
v − (1+q−λ)

λ
u

− 2(
1 + a− λp

λ
),

and hence ψ ∈ Ψp[Ω, q]. By Lemma 1.3,

g(z) ≺ q(z) or
D

α,δ
p (µ, q, λ)f(z)

zp−1
≺ q(z), (z ∈ U).

If Ω 6= C is a simply connected domain, then Ω = h(U) for some conformal
mapping h(z) of U onto Ω In this case the class ΨQ,1[h(U), q].

In the particular case q(z) = Mz,M > 0, and in view of the definition 1.2,
the class of admissible functions ΨQ,1[Ω, q] denoted by ΨQ,1[Ω,M ]. is described
below.

Proceeding similarly as in the previous section, the following result is an
immediate consequence of Theorem 2.6.
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Theorem 2.7. Let φ ∈ ΨQ,1[h, q]. If f ∈ A(p) satisfies

φ

(

D
α,δ
p (µ, q, λ)f(z)

zp−1
,
D

α,δ
p (µ+ 1, q, λ)f(z)

zp−1
,
D

α,δ
p (µ+ 2, q, λ)f(z)

zp−1
; z

)

≺ h(z), (16)

where λ > 0, q ≥ 0, µ, δ, α ∈ N0 = {0, 1, 2...}, z ∈ U.

Then
D

α,δ
p (µ, q, λ)f(z)

zp−1
≺ q(z), (z ∈ U).

Definition 2.8. Let Ω be a set in C; M ≥ 0. The class of admissible
functions ΦQ,1[Ω,M ] consists of those functions φ : C3 × U → C that satisfy
the admissibility condition:

φ

(

Meiθ,
N + (1+q−λ)

λ
1+q
λ

Meiθ,
L+ ((1 + 2 (1+q−λp)

λ
)N + (1+q−λ

λ
)2)Meiθ

(1+q
λ

)2
; z

)

6∈ Ω,

where λ > 0, q ≥ 0, θ ∈ R, ℜ(Leiθ) ≥ N(N − 1)M , N ≥ 1, z ∈ U, for all real θ.

Corollary 2.4. Let φ ∈ ΨQ,1[Ω, q]. If f ∈ A(p) satisfies

φ

(

D
α,δ
p (µ, q, λ)f(z)

zp−1
,
D

α,δ
p (µ+ 1, q, λ)f(z)

zp−1
,
D

α,δ
p (µ+ 2, q, λ)f(z)

zp−1
; z

)

∈ Ω,

where λ > 0, q ≥ 0, µ, δ, α ∈ N0 = {0, 1, 2...}, z ∈ U.

Then
∣

∣

∣

∣

∣

D
α,δ
p (µ, q, λ)f(z)

zp−1

∣

∣

∣

∣

∣

< M, (z ∈ U).

In the special case Ω = q(U) = {w : |w| < M} the class ΨQ,1[Ω,M ] is
simply denoted by ΨQ,1[M ].

Corollary 2.5. Let φ ∈ ΨQ,1[Ω, q]. If f ∈ A(p) satisfies
∣

∣

∣

∣

∣

φ

(

D
α,δ
p (µ, q, λ)f(z)

zp−1
,
D

α,δ
p (µ+ 1, q, λ)f(z)

zp−1
,
D

α,δ
p (µ+ 2, q, λ)f(z)

zp−1
; z

)∣

∣

∣

∣

∣

< M,

where λ > 0, q ≥ 0, µ, δ, α ∈ N0 = {0, 1, 2...}, z ∈ U.

Then
∣

∣

∣

∣

∣

D
α,δ
p (µ, q, λ)f(z)

zp−1

∣

∣

∣

∣

∣

< M, (z ∈ U).
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Definition 2.9. Let Ω be a set in C; q ∈ Q1 ∩H. The class of admissible
functions ΦQ,2[Ω, q] consists of those functions φ : C3 × U −→ C that satisfy
the admissibility condition:

φ(u, v, w; z) 6∈ Ω,

whenever

u = q(ξ), v = g(ξ) +
λ

p+ q

kξg(ξ)

ξ
,

ℜ

{

(p+q
λ

)2w − (p+q−λp
λ

)2u
(p+q)

λ
v − (p+q−λp)

λ
u

− 2(
p + q − λp

λ
)

}

≥ kℜ

{

1 +
ξq′(ξ)

q(ξ)

}

,

where z ∈ U, ξ ∈ ∂U \E(q), λ > 0, q ≥ 0, and k ≥ 1.

Theorem 2.10. Let φ ∈ ΨQ,2[Ω, q]. If f ∈ A(p) satisfies

φ

(

D
α,δ
p (µ+ 1, q, λ)f(z)

D
α,δ
p (µ, q, λ)f(z)

,
D

α,δ
p (µ+ 2, q, λ)f(z)

D
α,δ
p (µ+ 1, q, λ)f(z)

,
D

α,δ
p (µ+ 3, q, λ)f(z)

D
α,δ
p (µ+ 2, q, λ)f(z)

; z

)

⊂ Ω, (17)

where λ > 0, q ≥ 0, µ, δ, α ∈ N0 = {0, 1, 2...}, z ∈ U.

Then
D

α,δ
p (µ+ 1, q, λ)f(z)

D
α,δ
p (µ, q, λ)f(z)

≺ q(z), (z ∈ U).

Proof. Define an analytic function g in U by

g(z) =
D

α,δ
p (µ+ 1, q, λ)f(z)

D
α,δ
p (µ, q, λ)f(z)

. (18)

Using (18), we get

zg′(z)

g(z)
=
z
(

D
α,δ
p (µ+ 1, q, λ)f(z)

)′

D
α,δ
p (µ+ 1, q, λ)f(z)

−
z
(

D
α,δ
p (µ, q, λ)f(z)

)′

D
α,δ
p (µ, q, λ)f(z)

. (19)

By making use of (2) in (19), we get

D
α,δ
p (µ+ 2, q, λ)f(z)

D
α,δ
p (µ+ 1, q, λ)f(z)

= g(z) +

(

λ

p+ q

)

zg′(z)

g(z)
. (20)

Further computations show that
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D
α,δ
p (µ + 3, q, λ)f(z)

D
α,δ
p (µ + 2, q, λ)f(z)

=
1

zg′
p+q

λ
g(z)

+ g(z)

[

z2g′′(z)

(p+q
λ

)2g(z)
+

zg′(z)

(p+q
λ

)2g(z)
+

3zg′(z)

(p+q
λ

)
+ g(z)

]

. (21)

Define the transformation from C
3 to C by

u = r, v = r +
s

p+q
λ
r
,

w =
1

s
p+q

λ
r
+ r

[

t

(p+q
λ

)2r
+

s

(p+q
λ

)2r
+

3s

(p+q
λ

)
+ r

]

.

Let
ψ(r, s, t; z) = φ (u, v, w; z)) =

φ



r, r +
s

p+q
λ
r
,

1
s

p+q

λ
r
+ r

[

t

(p+q
λ

)2r
+

s

(p+q
λ

)2r
+

3s

(p+q
λ

)
+ r

]

; z



 . (22)

The proof shall make use of Lemma 1.3. Using equations (18), (20) and
(21), from (22), we obtain

ψ(g(z), zg′(z), z2g′′(z); z) =

φ

(

D
α,δ
p (µ+ 1, q, λ)f(z)

D
α,δ
p (µ, q, λ)f(z)

,
D

α,δ
p (µ+ 2, q, λ)f(z)

D
α,δ
p (µ+ 1, q, λ)f(z)

,
D

α,δ
p (µ+ 3, q, λ)f(z)

D
α,δ
p (µ+ 2, q, λ)f(z)

; z

)

,

(23)
where λ > 0, q ≥ 0, µ, δ, α ∈ N0 = {0, 1, 2...}, z ∈ U.

Hence (17) becomes

ψ(g(z), zg′(z), z2g′′(z); z) ∈ Ω.

The proof is completed if it can be shown that the admissibility condition
for φ ∈ ΨQ,2[Ω, q] is equivalent to the admissibility condition for ψ as given in
Definition 1.1. Note that

t

s
+ 1 =

(

(1 + q)v

λ(u− v)

)

w −
(3v − 2u)p+q

λ

u− v
,

and hence ψ ∈ ΨQ[Ω, q]. By Lemma 1.3,

g(z) ≺ q(z) or
D

α,δ
p (µ+ 1, q, λ)f(z)

D
α,δ
p (µ, q, λ)f(z)

≺ q(z), (z ∈ U).
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If Ω 6= C is a simply connected domain, then Ω = h(U) for some conformal
mapping h(z) of U onto Ω In this case the class ΨQ,2[h(U), q].

In the particular case q(z) = Mz,M > 0, and in view of the definition 1.2,
the class of admissible functions ΨQ,2[Ω, q] denoted by ΨQ,2[Ω,M ]. is described
below.

Proceeding similarly as in the previous section, the following result is an
immediate consequence of Theorem 2.10.

Theorem 2.11. Let φ ∈ ΨQ,2[h, q]. If f ∈ A(p) satisfies

φ

(

D
α,δ
p (µ+ 1, q, λ)f(z)

D
α,δ
p (µ, q, λ)f(z)

,
D

α,δ
p (µ+ 2, q, λ)f(z)

D
α,δ
p (µ+ 1, q, λ)f(z)

,
D

α,δ
p (µ+ 3, q, λ)f(z)

D
α,δ
p (µ+ 2, q, λ)f(z)

; z

)

≺ h(z),

where λ > 0, q ≥ 0, µ, δ, α ∈ N0 = {0, 1, 2...}, z ∈ U.

Then

D
α,δ
p (µ+ 1, q, λ)f(z)

D
α,δ
p (µ, q, λ)f(z)

≺ q(z), (z ∈ U).

Definition 2.12. Let Ω be a set in C, M ≥ 0. The class of admissible
functions ΦQ,2[Ω,M ] consists of those functions φ : C3 × U → C that satisfy
the admissibility condition:

φ (u, v, w; z)) =

φ

(

Meiθ,Meiθ +
N
p+q

λ

,
1

M2eiθ + (p+q)MN

λ

[

M3e2iθ +
3M2Neiθ

p+q

λ

+
Le−iθ +MN

(p+q

λ
)2

]

; z

)

,

where λ > 0, q ≥ 0, θ ∈ R, ℜ(Leiθ) ≥ N(N − 1)M, N ≥ 1 for all real θ.

Corollary 2.6. Let φ ∈ ΨQ,2[Ω, q]. If f ∈ A(p) satisfies

φ

(

D
α,δ
p (µ+ 1, q, λ)f(z)

D
α,δ
p (µ, q, λ)f(z)

,
D

α,δ
p (µ+ 2, q, λ)f(z)

D
α,δ
p (µ+ 1, q, λ)f(z)

,
D

α,δ
p (µ+ 3, q, λ)f(z)

D
α,δ
p (µ+ 2, q, λ)f(z)

; z

)

∈ Ω,

where λ > 0, q ≥ 0, µ, δ, α ∈ N0 = {0, 1, 2...}, z ∈ U.

Then
∣

∣

∣

∣

∣

D
α,δ
p (µ + 1, q, λ)f(z)

D
α,δ
p (µ, q, λ)f(z)

∣

∣

∣

∣

∣

< M, (z ∈ U).
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3. Superordination Results Associated with Generalized Operator

Definition 3.1. Let Ω be a set in C; q ∈ Q0 ∩H[0, p],zq′(z) 6= 0 The class
of admissible functions Φ′

Q[Ω, q] consists of those functions φ : C3×U → C that
satisfy the admissibility condition:

φ(u, v, w; ξ) 6∈ Ω,

whenever

u = q(ξ), v =
zq′ +m

(p+q−λp)
λ

g(z)

m(p+q
λ

)
,

ℜ

{

(p+q
λ

)2w − (p+q−λp
λ

)2u
(p+q)

λ
v − (p+q−λp)

λ
u

− 2(
p + q − λp

λ
)

}

≥
1

m
ℜ

{

1 +
zq′(z)

q(z)

}

,

where z ∈ U, ξ ∈ ∂U \E(q), λ > 0, q ≥ 0, and m ≥ p.

Theorem 3.2. Let φ ∈ Ψ′
Q[Ω, q]. If f ∈ A(p), Dα,δ

p (µ, q, λ)f(z) ∈ H0 and

φ
(

Dα,δ
p (µ, q, λ)f(z),Dα,δ

p (µ+ 1, q, λ)f(z),Dα,δ
p (µ+ 2, q, λ)f(z)

)

is univalent in U, then

Ω ⊂ φ
(

Dα,δ
p (µ, q, λ)f(z),Dα,δ

p (µ+ 1, q, λ)f(z),Dα,δ
p (µ+ 2, q, λ)f(z)

)

, (24)

where λ > 0, q ≥ 0, µ, δ, α ∈ N0 = {0, 1, 2...}, z ∈ U, implies

q(z) ≺ Dα,δ
p (µ, q, λ)f(z), (z ∈ U).

Proof. From (9) and (24), we have

Ω ⊂ φ
(

Dα,δ
p (µ, q, λ)f(z),Dα,δ

p (µ + 1, q, λ)f(z),Dα,δ
p (µ + 2, q, λ)f(z)

)

, (z ∈ U)

From (7), we see that the admissibility condition for φ ∈ Ψ′
Q[Ω, q] is equivalent

to the admissibility condition for ψ as given in Definition 1.2. Hence and by
Lemma 1.4,we get q(z) ≺ g(z).

q(z) ≺ Dα,δ
p (µ, q, λ)f(z), (z ∈ U).

If Ω 6= C is a simply connected domain, then Ω = h(U) for some confor-
mal mapping h(z) of U onto Ω In this case the class Ψ′

Q[h(U), q] is written as
Ψ′

Q[h, q]. Proceeding similarly as in the previous section , the following result
is an immediate consequence of Theorem 3.2.
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Theorem 3.3. Let h(z) is analytic on U and φ ∈ Ψ′
Q[h, q]. If f ∈ A(p)

D
α,δ
p (µ, q, λ)f(z) ∈ H0 and

φ
(

Dα,δ
p (µ, q, λ)f(z),Dα,δ

p (µ+ 1, q, λ)f(z),Dα,δ
p (µ+ 2, q, λ)f(z)

)

,

is univalent in U, then

h(z) ≺

φ
(

Dα,δ
p (µ, q, λ)f(z),Dα,δ

p (µ+ 1, q, λ)f(z),Dα,δ
p (µ+ 2, q, λ)f(z)

)

, (25)

where λ > 0, q ≥ 0, µ, δ, α ∈ N0 = {0, 1, 2...}, z ∈ U, implies

q(z) ≺ Dα,δ
p (µ, q, λ)f(z), (z ∈ U).

Proof. From (25) we get

h(z) = Ω ⊂ φ
(

Dα,δ
p (µ, q, λ)f(z),Dα,δ

p (µ+ 1, q, λ)f(z),Dα,δ
p (µ+ 2, q, λ)f(z)

)

,

and so by Theorem 3.2, we get

q(z) ≺ Dα,δ
p (µ, q, λ)f(z), (z ∈ U).

Theorems 3.2 and 3.3, can only be used to obtain subordinations of differential
superordination of the form (24) or (25). The following theorem proves the
existence of the best subordinant of (25) for certain φ.

Combining Theorems 2.3 and 3.3, we obtain the following Sandwich-type
theorem.

Corollary 3.1. Let h1(z) and q1(z) be analytic functions in U, h2(z) be

univalent function in U,q2(z) ∈ H0 with q1(0) = q2(0) = 0 and φ ∈ ΨQ[h2, q2]∩

ΨQ[h2, q2]. If f ∈ A(p), Dα,δ
p (µ, q, λ)f(z) ∈ H[0, p] ∩H0 and

φ
(

Dα,δ
p (µ, q, λ)f(z),Dα,δ

p (µ+ 1, q, λ)f(z),Dα,δ
p (µ+ 2, q, λ)f(z)

)

,

is univalent in U, then

h1(z) ≺ φ
(

Dα,δ
p (µ, q, λ)f(z),Dα,δ

p (µ+ 1, q, λ)f(z),Dα,δ
p (µ+ 2, q, λ)f(z)

)

≺ h2(z), (26)

where λ > 0, q ≥ 0, µ, δ, α ∈ N0 = {0, 1, 2...}, z ∈ U, implies

q1(z) ≺ Dα,δ
p (µ, q, λ)f(z) ≺ q1(z), (z ∈ U).
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Definition 3.4. Let Ω be a set in C, q ∈ H0, zq
′(z) 6= 0 The class of

admissible functions Φ′
Q,1[Ω, q] consists of those functions φ : C3 ×U → C that

satisfy the admissibility condition:

φ(u, v, w; ξ) 6∈ Ω,

whenever

r = q(z), s =
zq′ + m(1+q−λ)

λ
g(z)

m(1+q
λ

)
,

ℜ

{

(1+q
λ

)2w − (1+q−λ
λ

)2u
(1+q)

λ
v − (1+q−λ)

λ
u

− 2(
1 + q − λ

λ
)

}

≥
1

m
ℜ

{

1 +
ξq′(ξ)

q(ξ)

}

,

where z ∈ U, ξ ∈ ∂U \E(q), λ > 0, q ≥ 0, and m ≥ 1.

The following result is associated with Theorem 2.6.

Theorem 3.5. Let φ ∈ Ψ′
Q,1[Ω, q]. If f ∈ A(p)

D
α,δ
p (µ,q,λ)f(z)

zp−1 ∈ H0, and

φ

(

D
α,δ
p (µ, q, λ)f(z)

zp−1
,
D

α,δ
p (µ+ 1, q, λ)f(z)

zp−1
,
D

α,δ
p (µ+ 2, q, λ)f(z)

zp−1

)

,

where λ > 0, q ≥ 0, µ, δ, α ∈ N0 = {0, 1, 2...}, z ∈ U is univalent in U, then

Ω ⊂ φ

(

D
α,δ
p (µ, q, λ)f(z)

zp−1
,
D

α,δ
p (µ+ 1, q, λ)f(z)

zp−1
,
D

α,δ
p (µ + 2, q, λ)f(z)

zp−1

)

, (27)

implies

q(z) ≺
D

α,δ
p (µ, q, λ)f(z)

zp−1
, (z ∈ U).

Proof. From (14) and (27), we have

Ω ⊂ ψ(g(z), zg′(z), z2g′′(z); z).

From (15), we see that the admissibility condition for φ ∈ Ψ′
Q,1[Ω, q] is

equivalent to the admissibility condition for Ψ as given in Definition 3. Hence
ψ ∈ Ψ′

Q,1[Ω, q] and by Lemma1.2, we get q(z) ≺ g(z)

q(z) ≺
D

α,δ
p (µ, q, λ)f(z)

zp−1
, (z ∈ U).

If Ω 6= C is a simply connected domain, then Ω = h(U) for some confor-
mal mapping h(z) of U onto Ω In this case the class Ψ′

Q[h(U), q] is written as
Ψ′

Q[h, q].
Proceeding similarly as in the previous section, the following result is an

immediate consequence of Theorem 3.5.
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Theorem 3.6. Let q ∈ H0, and let h be analytic on U, and and φ ∈

Ψ′
Q,1[Ω, q]. If f ∈ A(p)

D
α,δ
p (µ,q,λ)f(z)

zp−1 ∈ H0, and

φ

(

D
α,δ
p (µ, q, λ)f(z)

zp−1
,
D

α,δ
p (µ+ 1, q, λ)f(z)

zp−1
,
D

α,δ
p (µ+ 2, q, λ)f(z)

zp−1

)

,

is univalent in U, where λ > 0, q ≥ 0, µ, δ, α ∈ N0 = {0, 1, 2...}, z ∈ U, then

h(z) ≺ φ

(

D
α,δ
p (µ, q, λ)f(z)

zp−1
,
D

α,δ
p (µ + 1, q, λ)f(z)

zp−1
,
D

α,δ
p (µ+ 2, q, λ)f(z)

zp−1

)

,

implies

h(z) ≺
D

α,δ
p (µ, q, λ)f(z)

zp−1
, (z ∈ U).

Combining Theorem 16 and 3.6, we obtain the following Sandwich-type
theorem.

Corollary 3.2. Let h1(z) and q1(z) be analytic functions in U, h2(z) be

univalent function in U,q2(z) ∈ H0, with q1(0) = q2(0) = 0, and φ ∈ ΨQ[h2, q2]∩

ΨQ[h2, q2]. If f ∈ A(p),
D

α,δ
p (µ,q,λ)f(z)

zp−1 ∈ H[0, p] ∩H0, and

φ

(

D
α,δ
p (µ, q, λ)f(z)

zp−1
,
D

α,δ
p (µ+ 1, q, λ)f(z)

zp−1
,
D

α,δ
p (µ+ 2, q, λ)f(z)

zp−1

)

,

is univalent in U, then

h1(z) ≺ φ

(

D
α,δ
p (µ, q, λ)f(z)

zp−1
,
D

α,δ
p (µ+ 1, q, λ)f(z)

zp−1
,
D

α,δ
p (µ+ 2, q, λ)f(z)

zp−1

)

≺ h2(z), (28)

where λ > 0, q ≥ 0, µ, δ, α ∈ N0 = {0, 1, 2...}, z ∈ U, implies

q1(z) ≺
D

α,δ
p (µ, q, λ)f(z)

zp−1
≺ q2(z), (z ∈ U).

Definition 3.7. Let Ω be a set in C, q ∈ Q1 ∩H. The class of admissible
functions ΦQ,2[Ω, q] consists of those functions φ : C3 ×U → C that satisfy the
admissibility condition:

φ(u, v, w; ξ) 6∈ Ω,
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whenever

u = q(z), v = g(z) +
λ

m(p+ q)

zg(z)

g(z)
,

ℜ

{

(p+q
λ

)2w − (p+q−λp
λ

)2u
(p+q)

λ
v − (p+q−λp)

λ
u

− 2(
p + a− λp

λ
)

}

≥
1

m
ℜ

{

1 +
zq′(z)

q(z)

}

,

where z ∈ U, ξ ∈ ∂U \E(q), λ > 0, q ≥ 0, and m ≥ 1.

Now we will give the dual result of Theorem 2.10 for the differential super-
ordination.

Theorem 3.8. Let φ ∈ Ψ′
1,2[Ω, q]. If f ∈ A(p),

D
α,δ
p (µ+1,q,λ)f(z)

D
α,δ
p (µ,q,λ)f(z)

∈ H0, and

φ

(

D
α,δ
p (µ + 1, q, λ)f(z)

D
α,δ
p (µ, q, λ)f(z)

,
D

α,δ
p (µ + 2, q, λ)f(z)

D
α,δ
p (µ + 1, q, λ)f(z)

,
D

α,δ
p (µ+ 3, q, λ)f(z)

D
α,δ
p (µ+ 2, q, λ)f(z)

)

,

where λ > 0, q ≥ 0, µ, δ, α ∈ N0 = {0, 1, 2...}, z ∈ U, is univalent in U, then

Ω ⊂

φ

(

D
α,δ
p (µ + 1, q, λ)f(z)

D
α,δ
p (µ, q, λ)f(z)

,
D

α,δ
p (µ+ 2, q, λ)f(z)

D
α,δ
p (µ+ 1, q, λ)f(z)

,
D

α,δ
p (µ+ 3, q, λ)f(z)

D
α,δ
p (µ+ 2, q, λ)f(z)

)

, (29)

implies

q(z) ≺
D

α,δ
p (µ+ 1, q, λ)f(z)

D
α,δ
p (µ, q, λ)f(z)

, (z ∈ U).

Proof. From (22) and (29), we have

Ω ⊂ ψ(g(z), zg′(z), z2g′′(z); z).

From (23), we see that the admissibility condition for φ ∈ Ψ′
Q,2[Ω, q] is

equivalent to the admissibility condition for Ψ as given in Definition 1.2.
Hence ψ ∈ Ψ′

Q,2[Ω, q] and by Lemma 1.4, we get q(z) ≺ g(z)

q(z) ≺
D

α,δ
p (µ+ 1, q, λ)f(z)

D
α,δ
p (µ, q, λ)f(z)

, (z ∈ U).

If Ω 6= C is a simply connected domain, then Ω = h(U) for some conformal
mapping h(z) of U onto Ω In this case the class Ψ′

Q,2[h(U), q], is written as
Ψ′

Q,2[h, q].
Proceeding similarly as in the previous section, the following result is an

immediate consequence of Theorem 3.8.
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Theorem 3.9. Let q ∈ H, and let h be analytic on U, and and φ ∈

Ψ′
Q,2[Ω, q]. If f ∈ A(p),

D
α,δ
p (µ+1,q,λ)f(z)

D
α,δ
p (µ,q,λ)f(z)

∈ H1, and

φ

(

D
α,δ
p (µ + 1, q, λ)f(z)

D
α,δ
p (µ, q, λ)f(z)

,
D

α,δ
p (µ + 2, q, λ)f(z)

D
α,δ
p (µ + 1, q, λ)f(z)

,
D

α,δ
p (µ + 3, q, λ)f(z)

D
α,δ
p (µ + 2, q, λ)f(z)

)

where λ, µ, q ≥ 0, δ, α ∈ N0 = {0, 1, 2...}, z ∈ U, is univalent in U, then

h(z) ≺ φ

(

D
α,δ
p (µ + 1, q, λ)f(z)

D
α,δ
p (µ, q, λ)f(z)

,
D

α,δ
p (µ + 2, q, λ)f(z)

D
α,δ
p (µ + 1, q, λ)f(z)

,
D

α,δ
p (µ+ 3, q, λ)f(z)

D
α,δ
p (µ+ 2, q, λ)f(z)

)

,

implies

h(z) ≺
D

α,δ
p (µ+ 1, q, λ)f(z)

D
α,δ
p (µ, q, λ)f(z)

, (z ∈ U).

Combining Theorem 2.11 and 3.9, we obtain the following Sandwich-type
theorem.

Corollary 3.3. Let h1(z) and q1(z) be analytic functions in U, h2(z)
be univalent function in U,q2(z) ∈ H0 with q1(0) = q2(0) = 0, and φ ∈

ΨQ,2[h2, q2] ∩ΨQ,2[h2, q2]. If f ∈ A(p),
D

α,δ
p (µ,q,λ)f(z)

zp−1 ∈ H[0, p] ∩H0, and

φ

(

D
α,δ
p (µ + 1, q, λ)f(z)

D
α,δ
p (µ, q, λ)f(z)

,
D

α,δ
p (µ + 2, q, λ)f(z)

D
α,δ
p (µ + 1, q, λ)f(z)

,
D

α,δ
p (µ+ 3, q, λ)f(z)

D
α,δ
p (µ+ 2, q, λ)f(z)

)

,

is univalent in U, then

h1(z) ≺ φ

(

D
α,δ
p (µ+ 1, q, λ)f(z)

D
α,δ
p (µ, q, λ)f(z)

,
D

α,δ
p (µ+ 2, q, λ)f(z)

D
α,δ
p (µ+ 1, q, λ)f(z)

,
D

α,δ
p (µ+ 3, q, λ)f(z)

D
α,δ
p (µ+ 2, q, λ)f(z)

)

≺ h2(z), (30)

where λ > 0, q ≥ 0, µ, δ, α ∈ N0 = {0, 1, 2...}, z ∈ U, implies

q1(z) ≺
D

α,δ
p (µ+ 1, q, λ)f(z)

D
α,δ
p (µ, q, λ)f(z)

≺ q2(z), (z ∈ U).

Remarks. Other works related to differential subordination or superordi-
nation can be found in [10]-[19].
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